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Basic BackgroundBasic Background

• Practical Motivation
– Microarrayy

– Supermarket

Search Engine– Search Engine

• Existing Methods
– AIC and BIC

– LASSO and SCADLASSO and SCAD

– SIS and FR



Screening MethodsScreening Methods

• SIS (Fan and Lv, 2008, JRSSB)

• FR (Wang, 2009, JASA)FR (Wang, 2009, JASA)

• We typically wish cov(X) to be well behaved 
d b b hi hl i land better not to be highly singular.

• What is the real world?



A Supermarket ExampleA Supermarket Example

• Data Resource: 
– A major domestic super 

market in Northern Chinamarket in Northern China.

• Response: 
– Daily customer volume for a y

total of 464 days.

• Predictor: 
– Daily sales volume for a total 

of 6398 products.

• Objective:• Objective: 
– Predict next day’s customer 

volume. 







A Simple ExperimentA Simple Experiment

• Randomly generate a high dimensional data 
according to a very simple factor modelg y p
– Sample Size = 100;

Predictor Dimension = 1000;– Predictor Dimension = 1000;

– Factor Model: X=Latent Factor + Error

– Estimation: Standard SVD

– Question: Can we capture latent factor p
consistently or not?





A Theoretical Framework



Endogeneity IssueEndogeneity Issue



Factor ProfilingFactor Profiling



Estimating Factor DimensionEstimating Factor Dimension



Theoretical PropertiesTheoretical Properties



Estimating Factor SubspaceEstimating Factor Subspace



Estimation AccuracyEstimation Accuracy



Profiled Independent ScreeningProfiled Independent Screening



A BIC CriterionA BIC Criterion



Profiled Sequential ScreeningProfiled Sequential Screening



A Simulation StudyA Simulation Study





Real Example: Factor DimensionReal Example: Factor Dimension



Out of Sample TestingOutπofπSample Testing





Comments are very welcome!Comments are very welcome! 
Many thanks!y


